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Abstract

We present a new algorithm to solve the INEXACT CHARACTERISTIC STRING PROB-
LEM using Hamming distance instead of Levenshtein distance as a measure. We embed
our new algorithm and the previously known algorithm for Levenshtein distance in a com-
mon framework which reveals an additional improvement to the Levenshtein distance al-
gorithm. The INEXACT CHARACTERISTIC STRING PROBLEM can thus be solved in time������� �����
	�������������������

for Hamming distance and in time
������� �����
	���
������������������

for
Levenshtein distance, where

����� �
,
�"!��

(
�$#%�& ) is the target set, and

�
is the length of a

shortest string in
�

. The INEXACT CHARACTERISTIC STRING PROBLEM has applications
in probe and primer design.

Both algorithms need to solve the COMMON SUBSTRING PROBLEM for more than two
strings. We present an improved algorithm for this problem being simpler and faster in
practice by a constant factor than the previous algorithm.

Keywords: Algorithms and Data Structures, Pattern Matching, Computational Biology

1 Introduction
Solving the CHARACTERISTIC STRING PROBLEM requires to find a string that matches all
strings of a selected subset (the target set) and that does not match any string in the remain-
der of the given set of strings (the distance set). The solution is then characteristic for the strings
in the target set. Given an arbitrary string out of the set we can decide whether it belongs to the
target set by checking whether the characteristic string matches it.

The problem is motivated by applications in computational biology [6]. In DNA sequencing,
the techniques described here can be used to select a primer that bonds somewhere in a defined
region of a DNA strand, while excluding the possibility that the string hybridizes in another
region. PCR can then be used to replicate the substrings of the DNA starting at the position
where the primer hybridized. This is used in a technique called “chromosome walking” to close
gaps in DNA sequencing.'
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Another usage is the design of probes. A probe can be used to verify the presence (or, better,
absence) of a certain genome in a defined environment. A (short) complementary subsequence
(the probe) of the target DNA is synthesized that does not match any other DNA occurring in
the environment (e.g., the target might be a harmful one among a set of harmless bacteria). If
the probe does not hybridize, the target does not appear. If the probe hybridizes, the target might
or might not appear. Therefore, the probe needs to be carefully selected so that it does not
hybridize to other DNA occurring frequently in the defined environment. In both problems, the
primer or probe is selected to match some target DNA while not matching other DNA from the
environment.

The hybridization process does not require an exact match. A probe might hybridize even if
some base pairs do no match. This motivates the definition of the INEXACT CHARACTERISTIC
STRING PROBLEM. To further reduce false hybridization, the probe is selected such that it does
not match non-target DNA (which must be known a priori) even allowing some errors.

There are multiple notions of matching with errors, most prominently Hamming distance
and LEVENSHTEIN DISTANCE1 . Ito et al. [9] have presented an algorithm to solve the INEXACT

CHARACTERISTIC STRING PROBLEM in time (*),+-+ ./+0+214365�78+�9;:<.=+>1@?A7B3C7D+-+E9F:G.=+0+EH , where9JILK � , . M 9 ( . NO P ) is the target set, 9":Q. the distance set, and 3 is the length of a
shortest string in . . Here +E9R+ is the cardinality of the set 9 and +0+E9R+-+ is the size of all elements
of 9 . Levenshtein distance is used as a measure, but the algorithm is easily adapted to solve the
problem for Hamming distance in the same asymptotic time bound.

In this paper we present a new algorithm for efficiently solving the INEXACT CHARACTER-
ISTIC STRING PROBLEM for Hamming distance. The new algorithm is faster and more space
efficient than the above algorithm – it runs in time (*),+-+ .=+0+>1S3T7�+-+�9�:�.=+-+EH – but it works only
for Hamming distance and not for Levenshtein distance. We believe that this is not a severe
restriction because Hamming distance seems to be a very natural measure with respect to DNA
hybridization. Lanctot et al. [10] argue that gaps are much more destabilizing than substitutions,
thus making Hamming distance the measure of choice for the design of short oligomers (e.g.,
probes).

We take a second look at the Levenshtein distance version of the INEXACT CHARACTERIS-
TIC STRING PROBLEM, which can be be solved more efficiently in time (U)V+0+ .=+-+W1X?Y7�3Z7[+0+E9\:�./+0+EH
when embedded in the same framework.

Furthermore we present a practical and very efficient algorithm for the COMMON SUB-
STRING PROBLEM which improves over previous algorithms [8] by a constant factor in speed
and a much smaller memory overhead.

2 Overview and Previous Work
For our algorithm we introduce a four step framework which structures the solution into different
parts. The two major parts of the algorithm consist of computing substrings that do not match
a string from the distance set (“difference part”), and of solving the COMMON SUBSTRING

PROBLEM for the strings in the target set. Both parts use a shortest string ]U^F. of length 3 as a
reference.

The same framework can be used for Levenshtein distance as distance measure and we show
how to reduce the running time by carefully embedding the core of the algorithm of Ito et al. [9]
in our framework. The computation of the substrings not matching the non-target strings (we will

1also known as edit distance
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call them ? -distant substrings) contributes the main term in the running time. Thus, the running
time depends solely on the choice between Levenshtein distance or Hamming distance in the
difference part. As a result, the Hamming distance version of the INEXACT CHARACTERISTIC
STRING PROBLEM can be solved by a factor of ? faster than the improved Levenshtein distance
version. Experimental results indicate an additional performance yield for the Levenshtein dis-
tance version even for ? O`_ because no suffix trees and no constant lowest common ancestor
queries are needed. If ? is not independent but related to an error rate a , then there is a linear
dependency between ? and the length of the characteristic string. This length can be bounded
from below by the size of a b -characteristic string. Szpankowski [17] has shown that the size of
a minimal string that does not occur as a substring in a string of size c converges almost sure todegf-hBi c as c;j8k l , where b/monXm@l is related to the entropy2. So for a fixed error rate a , one
should choose ? Oqp ) f-hZi +0+E9X:r.=+-+ H .

To avoid confusion, we will say “ ] is a substring of 9 ”, if ] is a substring of each string in 9 .
We will say that “ ] is a substring in 9 ”, if there is a string in 9 that has ] as a substring.

A linear algorithm to solve the CHARACTERISTIC STRING PROBLEM has been published
by Nakanishi et al. [15]. The algorithm relies on generalized suffix trees and runs in time and
space (U)V+0+E9R+-+�H . The generalized suffix tree for all strings in 9 is first traversed to mark all nodes
which represent a prefix of a string ] in 9s:�. (they have a leaf representing a suffix of ] as a
child). In a second run for each node c that is unmarked and a child of a marked node t , it is
checked (by a linear time subtree traversal) whether the node represents a substring u of . . If a
leaf representing a suffix of a string ] is found below c for every ]v^o. , then u is a substring
of . . Since u is not a substring in 9�:�. it is a characteristic string. Every prefix of u that is
longer than the string represented by t is a characteristic string. Among all strings thus found,
the shortest one is returned.

Ito et al. [9] have presented an algorithm to solve the INEXACT CHARACTERISTIC STRING
PROBLEM in time (U)V+0+ .=+-+w1;3 5 7x+E9=:y.=+�1;?R7z3{7
+-+E9�:y.=+0+EH , where 3 is again the length of a shortest
string in . . The key idea here is to use the diagonal method of dynamic programming to match
every suffix of a shortest string ] in . against all strings of 9|:C. with ? errors. (This method was
introduced by Landau and Vishkin [11] and, at the same time, Myers [14].) If for a suffix of ] the
end of the string is not reached in any such match an appropriately sized prefix of the suffix is a ? -
distant ] -substring. Every such substring is matched against the remaining strings in . . If every
string has a match, the substring is a ? -characteristic substring. Among all these the shortest one
is selected. The algorithm can easily be improved to run in time (*),+-+ ./+0+}1~?�7>3D7�+-+E9�:�./+0+EH .

Our solution to the INEXACT CHARACTERISTIC STRING PROBLEM for Hamming distance
makes use of the fact that overlapping substrings share common matches and mismatches. For
instance, consider the strings GTTAGGATTA and GTTAGATTA. The substring TTAGG matches
the substring TTAGA with one error. The overlapping substrings AGGATT and AGATTA match
with three errors (AGG and AGAmatch with one error and the additional substrings ATT and TTA
match with two errors). For Levenshtein distance we can match the substrings AGGATT and
AGATTA with distance two, which does not depend on the previous errors made when matching
TTAGG and TTAGA with one error.

For each string u from the distance set 9�:�. we find for every suffix ]8�E�6� of the shortest string] from . the length of a longest substring of u matching a prefix of ]����W� . For each starting position
of ] , we thus calculate the length of a longest match with distance ? . Instead of calculating the
lengths for each position in ] at once, we calculate the maximal matching lengths for each of the+ u�+}1�+ ]C+ different alignments of ] against u , using information from overlapping substrings.

2For a memoryless Source, �<�F�R���}�Z�E�B�����
� .
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The difference part of the algorithm can be implemented very efficiently without the use of
suffix trees or other complex data structures. Only for the solution of the COMMON SUBSTRING

PROBLEM we do need suffix trees.
We also present a much simpler and (by a constant factor) faster algorithm to solve the COM-

MON SUBSTRING PROBLEM for more than two strings. Lucas Hui has given a linear time
solution to this problem that relies on constant time lowest common ancestor computation [8]
(see also [6]). The algorithm builds the generalized suffix tree for the given set of strings and
augments the tree with information to calculate lowest common ancestor queries (see for instance
[16]) in constant time. The resulting data structure is linear in space but with a large constant.

Our algorithm constructs the suffix tree for each string in the set one by one, at any time
keeping only one suffix tree in memory and without the overhead for lowest common ancestor
queries. Experimental results (for an alphabet of size four and from two to one hundred strings of
sizes up to a hundred thousand characters) indicate a better performance of the new algorithm by
a factor of four to five. An even more space efficient version of the algorithm constructs only the
suffix tree for the shortest string in the set. In the computational biology domain the much lower
amount of space needed might enable researchers to tackle previously unreachable problems.

A problem related to the INEXACT CHARACTERISTIC STRING PROBLEM is the INVERSE
PATTERN MATCHING PROBLEM. To solve the INVERSE PATTERN MATCHING PROBLEM for
a given string a short pattern is searched that maximizes (minimizes) the sum of all character
mismatches when the pattern is aligned at all positions of the given string (which is the sum of
the Hamming distance between each corresponding substring and the pattern). There are variants
of the problem depending on whether a pattern is sought to come from the string itself (inter-
nal inverse pattern matching) or not (external inverse pattern matching). Amir et al. [1] have
studied the problem and have given first algorithms to solve the INVERSE PATTERN MATCHING
PROBLEM and its variants. Later, Gasieniec et al. [5] have improved the solution to the exter-
nal INVERSE PATTERN MATCHING PROBLEM. The internal INVERSE PATTERN MATCHING

PROBLEM can be solved in time (U)6cy� � f-hBi 5 ��H , where � is the size of the desired pattern.
The INVERSE PATTERN MATCHING PROBLEM and its external variant can be solved in time(U)6cCH for fixed alphabet size.

The main difference between the INVERSE PATTERN MATCHING PROBLEM and the INEX-
ACT CHARACTERISTIC STRING PROBLEM lies in the fact that the solution string for the INEX-
ACT CHARACTERISTIC STRING PROBLEM is guaranteed not to match anywhere even with ?
errors, while the solution string for the INVERSE PATTERN MATCHING PROBLEM might have
the highest amount of mismatches but still match at a lot of places with few (or no for the non-
external versions) errors. The solution to the INVERSE PATTERN MATCHING PROBLEM is a
string that has a maximal average distance, while the solution to the INEXACT CHARACTERIS-
TIC STRING PROBLEM guarantees a minimal distance for each position. Hence, the INVERSE
PATTERN MATCHING PROBLEM solution pattern is not well suited for sharp classifications. The
applications of the INVERSE PATTERN MATCHING PROBLEM are such that sharp distinctions
are not necessary (see [1] for some examples).

On the other hand, the INVERSE PATTERN MATCHING PROBLEM does not require a tar-
get set. When no target set is given for the INEXACT CHARACTERISTIC STRING PROBLEM,
the given algorithms do not work. A straightforward solution supplying an adequate de Bruijn
sequence of order � (with length +EK�+ � ) would lead to a running time of (*),+EK�+ �$7y+-+E9R+0+EH for
Hamming distance. It is unlikely that an algorithm with a polynomial running time exists. When
there is no target set the problem is, given a set 9~I$K � and an integer ? , to find a string ]U^sK �
such no substring in 9 is within Hamming distance ? of ] . Frances and Litman [4] have shown
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that, given a set ��I��
b�� _Z�>  and an integer ? , the MAXIMUM COVERING RADIUS PROBLEM of
deciding wether there exists a string ]X^¡K   with Hamming distance greater ? to every element
of � is NP-complete. Lanctot et al. [10] show that several related problems such as the DIS-
TINGUISHING STRING SELECTION PROBLEM and the FARTHEST STRING PROBLEM are also
NP-complete. For the FARTHEST STRING PROBLEM a string ]�^4K   with Hamming distance
at least ? to all strings of a set 9¢I£K   is sought, a generalization of MAXIMUM COVERING
RADIUS PROBLEM. Lanctot et al. also present a PTAS for that problem. The input of the DIS-
TINGUISHING STRING SELECTION PROBLEM is a set ¤¥I¦K  *§ K � , a set ¨©I¦K   and two
thresholds ª¬« , ªB . The objective is to find a string ] with Hamming distance at most ª�« to each
substring of length c in ¤ and Hamming distance at least ª{ to each string in ¨ .

3 Preliminaries
Let K be an arbitrary finite alphabet, let K � denote the set of all finite strings over K (including
the empty string ® ), let Kr¯ O K � :°�
® � denote the set of all non-empty strings over K . Let± O ± d ± 5 ±�²�³[³[³´±   be a string with characters

±¶µ ^vK , we define + ± + O c to be its length. By
± �E�6� we

will refer to the � -th suffix of
±
:
± ���W� O ±�µ¬³[³[³¶±V· ¸¹·

. Given a (finite) set of strings 9"ISK � , we denote
by +�9�+ the number of elements of 9 and by +0+E9R+-+ the size of 9 ( +-+�9�+0+ O»ºS¼2½[¾ + u�+ ).

If ¿ is a condition, then we will let the expression �À¿,� denote _ if ¿ is true and b otherwise ( �Á7À�
is sometimes called the indicator function). For instance, �EÂ OÄÃ � is _ if Â and Ã represent the
same characters and it is b otherwise.

Definition 1 (CHARACTERISTIC STRING PROBLEM). Given a set 9 of strings and a non-
empty set .ÅM¢9 , find a shortest string u , s.t. u is a substring of . and u is not a substring in9Æ:�. .

The idea behind this definition is that the string u characterizes the set . in 9 .
In inexact pattern matching there are two classical measures for an approximate match, these

are Levenshtein distance and Hamming distance. They are defined as follows:

Definition 2 (Levenshtein distance). Let u��Ç];^4K � be two arbitrary strings. The Levenshtein
distance È�É-Ê´ËÇÌÀÍWÎx)¹uT�z]�H is defined as the minimal number of insertions, deletions and replacements
of characters needed to transfer u into ] . Ignoring the boundry cases, the Levenshtein distance
of u O u d ³[³[³ u   and ] O ] d ³[³Ï³ ] � can be defined recursively as

È�É-Ê¶ËÇÌÀÍWÎZ)6u d ³[³[³ u   �Ç] d ³[³[³ ] � H OqÐ É-Ñ
ÒÓEÔ È�É0Ê´Ë´Ì�Í6ÎZ)6u 5 ³[³[³ u   �Ç] 5 ³[³[³ ] � HC1$��u d NO ] d �W�È�É0Ê´Ë´Ì�Í6ÎZ)6u d ³[³[³ u   �Ç] 5 ³[³[³ ] � HC1 _ �È�É0Ê´Ë´Ì�Í6ÎZ)6u 5 ³[³[³ u   �Ç] d ³[³[³ ] � HC1 _

ÕEÖ
× �

where the first line represents the match/replacement case, the second line represents the deletion
case, and the third line represents the insertion case.

The Hamming distance is only defined for strings of the same length.

Definition 3 (Hamming distance). For cÙØÄb , let u��Ç]4^ÙK   be two strings. The Hamming
distance is defined as the number of characters that do not match between u and ] :

È�É0Ê´Ë e}Ú � )6u��Ç]�H O ÛdwÜ µ Ü   �Eu µ NO ] µ �
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With the use of a distance measure È�É-Ê¶Ë>)6u��Ç]�H we can define the inexact version of the CHAR-
ACTERISTIC STRING PROBLEM:

Definition 4 (INEXACT CHARACTERISTIC STRING PROBLEM). Given a set 9 of strings, a
non-empty set .£MÅ9 , and a number ? , find a shortest string u , s.t. u is a substring of . andu matches no substring in 9�:R. with ? or less errors. Formally, for all Ý£^S9�:R. , if Ý�Þ is a
substring of Ý then È�É-Ê¶Ë>)6Ý Þ �zu�H�Ø4? .

For convenience, we introduce some further notions. Let uv^�K � be such that all substringsÝ Þ of all strings Ý£^@9�:R. have È�É-Ê¶Ë>)¹Ý Þ �zu�HQØ¢? . Then u is called a “ ? -distant string” (with
respect to 9�:{. ). If u is a substring of ] and u is a ? -distant string with respect to 9�:{. we will callu a “ ? -distant ] -substring”. We call a string with property ß “right minimal”, if u d ³[³Ï³ u · ¼ · à d
does not have property ß . Analogously, a substring u µ¬³[³[³ u�á with property ß is called “right
maximal”, if u µâ³[³[³ u�á ¯ d does not have property ß .

4 A Faster Solution for the Hamming distance INEXACT
CHARACTERISTIC STRING PROBLEM

We will present an (*),+-+ .=+0+¶1�3{7B+-+E9/:ã./+0+EH algorithm, where 3 is the length of some shortest string]ä^X. . The input of the algorithm consists of a set of strings 9�ISK � and a target set .�Mq9 .
The algorithm consists of four phases:

1. Find a shortest string ] in . .
2. For � from _ to + ]�+ find the right minimal ? -distant ] -substring ¿}Ââc�ª µ (if it exists). ¿åÂâc�ª µ

occurs at position � in ] .
3. For each candidate ¿åÂâc�ª µ check whether it is a common substring of all strings in . and

hence a ? -characteristic string.
4. Select the shortest among all ? -characteristic strings.

Observation 5. Let ]*^�. be a shortest string in . . Each characteristic string is a substring of] .

We will therefore only need to consider the shortest string ]"^@. when comparing it with
strings from 9Æ:�. .

Lemma 6. Every shortest ? -characteristic string is a right minimal ? -distant ] -substring with
respect to 9X:r. .

Proof. Let æ be a shortest ? -characteristic string. Obviously, æ must be a substring of . and
hence also of ] . By definition, æ must be a ? -distant string with respect to 9�:�. . Suppose, æ
were not right minimal, then æ2Þ O æ d ³[³Ï³ æ · ç´· à d would be a ? -distant string. Since æ is a common
substring of . , so would be æ[Þ . Hence, æ[Þ would be a shorter ? -characteristic string, contradicting
the assumption.

As a consequence, by looking at all right minimal ? -distant ] -substrings with respect to 9|:�.
we will also see every shortest ? -characteristic string. Hence, the above scheme is correct. A key
idea to the algorithm is the following observation:

Lemma 7. ¿åÂâc�ª µ = ] µ¬³[³Ï³ ] µ ¯ Ì ¯ d is a right minimal ? -distant ] -substring, iff ¿åÂâc�ª Þµ = ] µ¬³[³[³ ] µ ¯ Ì is
a right maximal substring of ] , such that for any substring u in 9/:è. at least È�É-Ê¶Ë>)6¿åÂâc�ª Þµ �Çu8H�éq?
and there is a substring u in 9Æ:�. with È�É0Ê´Ë2)W¿}Â¬c�ª¬Þµ �zu�H O ? .
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Proof. ] µ¬³[³[³ ] µ ¯ Ì ¯ d must have distance at least ?°1 _ from any substring in 9�:�. , otherwise] µ¬³[³[³ ] µ ¯ Ì would not be right maximal. Therefore, ] µ¬³[³[³ ] µ ¯ Ì ¯ d is a ? -distant string. On the other
hand, there is a substring in 9�:B. such that ] µ¬³[³[³ ] µ ¯ Ì matches with distance ? . Hence, ] µ¬³[³[³ ] µ ¯ Ì ¯ d
is right minimal.

With Lemma 7 we can find the candidates by finding maximal length matches.
Phase 1 can easily be implemented to run in time (*),+-+ ./+0+EH . Let 3 O + ]C+ be the length of the

shortest string in . . By Lemma 6, there are at most 3 candidates after Phase 2 and Phase 3.
Hence, Phase 4 can easily be implemented in time (*)636H .

In the sequel we will show how to implement Phase 2 in time (U)W3D7�+-+�9Æ:�./+0+EH and Phase 3 in
time (*),+-+ ./+0+EH . This will lead to a total running time of (*),+-+ .=+0+}1"3D7�+-+E9�:�./+0+EH .
4.1 A Simple Algorithm for Finding All Common Substrings of a Set of

Strings in Linear Time
Definition 8 (COMMON SUBSTRING PROBLEM). Let . be a set of strings. Find all strings ] ,
s.t. ] is a substring of all strings in . .

Since there may be p ),+-+ .=+0+ 5 H many common substrings, one has to be careful about the output
representation. The output can be represented in linear space3, if we pick a string ]°^Æ. and store
the length of the longest common substring starting at position �ê^¡� _ � ³Ï³[³ �Z+ ]C+ � in ] .

Lucas Hui has given a linear solution to this problem that relies on constant time lowest
common ancestor computation [8] (see also [6]). Hui’s algorithm is able to find at the same
time all substrings common to a fixed number of ?�ë`+ .=+ strings in . , while we will only find
substrings common to all strings in . . Our algorithm is much simpler and faster.

The algorithm is based on matching statistics (see [6], respectively [2]). The matching statis-
tic ��æ¬)6�wH for a pattern t and a text

±
gives the length of the longest substring starting at position� in t that is also a substring of

±
. All values of ��æ¬)6�wH , �ê^¡� _ � ³[³Ï³ �Z+ tã+ � , can be calculated in time(U)V+ tè+¶1@+ ± +EH with the use of a suffix tree for

±
. The linear time algorithm constructs the suffix tree

for
±

(with suffix links) in time (U)V+ ± +EH . Then it finds a canonical reference pair (see the construc-
tion of suffix trees by Ukkonen [18] for a detailed description of reference pairs, suffix links,
canonizing etc.) for the longest prefix Ý of t that matches a substring of

±
by a simple search in

the suffix tree. A canonical reference pair for string Ý is a node c representing a prefix of Ý in
the suffix tree and a length denoting a prefix of an edge starting at c representing the remaining
part of Ý . The length of the prefix Ý of t is the value of ��æ¬) _ H . The reference pair and the
length for ��æ{)¹�
1 _ H is computed from the reference pair for ��æ¬)6�ìH by “shortening” the reference
pair at the front. This is done by replacing the node c with its suffix link parent and afterwards
canonizing and lengthening the reference pair as far as possible. The suffix links are a byproduct
of the suffix tree construction (see [13, 18]). For a node c representing a string u O u d u 5 ³[³[³ u � ,
its suffix link leads to a node c Þ representing the first suffix u 5 ³Ï³[³ u � of u . The whole traversal
takes amortized time (U)V+ tã+EH .

To find all common substrings of . in time (U)V+0+ .=+-+�H we proceed as shown in Algorithm 1.

Theorem 9. Algorithm 1 correctly solves the COMMON SUBSTRING PROBLEM.

Proof. Let Ý be a common substring of all strings in . . Then Ý is also a substring of the shortest
string ] in . . W.l.o.g. let Ý appear at position � in ] ( Ý O ] µ¬³[³[³ ] µ ¯ · í�· ). Since Ý is common to all

3Only in the uniform cost model.
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Algorithm 1 Common Substring
1: Let ] be the shortest string in . .
2: for � O»_ to + ]C+ do
3: ��æ � µ   )¹�wH O + ]�+[j��D1 _
4: for all uÆ^Æ.Y�ÇuvNO ] do
5: calculate matching statistics ��æ¬)6�ìH ( � from _ to + ]C+ ) for ] and u .
6: for � Oî_ to + ]C+ do
7: ��æ � µ   )¹�wH OSÐ É-Ñï�>��æ � µ   )6�ìH}�Ç��æ¬)6�ìH �

strings uX^Æ. , in every iteration of the loop in line 4 ��æ{)¹�wH�é�+ Ý/+ and therefore ��æ � µ   )6�ìH�é�+ ÝA+ .
This is especially true for the longest common substring starting at position � .

Suppose, after Algorithm 1 ��æ � µ   )¹�wH O�ð . For every iteration of the loop in line 4 we have��æ¬)6�ìHré ð and there is a substring of length ð or greater in starting at � in ] that is also a substring
of the current string u . Therefore ] µ¬³[³Ï³ ] µ ¯ á is a common substring of all strings in . .

Theorem 10. Algorithm 1 runs in time (*),+-+ ./+0+EH
Proof. To find the shortest string ] in line 1 of the algorithm it takes time (U)V+0+ .=+-+�H . The for-loop
of lines 2–3 takes time (U)V+ ]C+EH . Lines 5–7 are is executed for each string u in .4:Q�>] � . Line 5
takes time (U)V+ u�+}1»+ ]C+�H O (*),+ u�+EH (because + u�+¬é¢+ ]C+ ) and lines 6 – 7 take time (U)V+ ]C+EH O (U)V+ uê+�H .
Hence, Lines 4–7 take total time ºS¼2½}ñ�ò�ó ÎÇô (U)V+ u�+�H O (U)V+-+ .*:ã�>] � +-+EH . As a result the total running
time is (*),+-+ .�:��>] � +0+V1î+ ]C+å1î+-+ .=+-+EH O (U)V+-+ .=+-+EH .

An even more space efficient implementation uses only one suffix tree for the shortest string] to calculate the matching statistics for ] and us^;.":\�>] � . This is achieved by storing a “high
water mark” for each edge as the deepest position reached by a traversal with a reference pair
as described above with string u . A first subsequent traversal sets the “high water mark” to
maximum at all ancestors of marked edges. In a final traversal for each leaf the maximal mark
of any parent edge is stored as the corresponding value of the matching statistics (for the leaf
representing the � -th suffix, the value is stored as ��æ{)¹�wH ). The traversal for string u costs (U)V+ u�+�H ,
while the two subsequent traversals (and the building of the suffix tree) cost (U)V+ ]C+EH . Hence, the
total time is also (*),+ u�+å1»+ ]C+�H . If ] is smaller than the other strings in the set, this approach will
save even more space. Additional space to store the high water marks is needed, so the algorithm
needs õxc more integers for the suffix tree.

Compared with Hui’s algorithm either version of this algorithm saves a considerable amount
of space. For a large number of huge strings as they are encountered in DNA databases, space
requirements make computations possible with our new algorithm which would have used a
prohibitive amount of memory with the previous algorithm.

4.2 Finding All Right Minimal ö -Distant ÷ -Substrings with Respect to ø=ùDú
This section describes how Phase 2 of the algorithm works for Hamming distance as distance

measure. In Phase 2, for each position � of the shortest string ]°^F. , the right minimal ? -distant] -substrings ¿}Ââc�ª µ is searched for. In order to find ¿åÂâc�ª µ , we must align the � -th suffix ]8�E�6�
against every suffix uy� ð � of a string in u�^o9F:G. and calculate the shortest prefixes of uy� ð � and]8�E�6� that have a distance greater then ? . We use Lemma 7 to calculate the right minimal ? -distant] -substrings from the right maximal prefixes with distance ? .
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Algorithm 2 Minimal Prefixes with Distance ?
1: Let �s��� be an array of size + ]C+ , initialized to b
2: Let û¬��� be an array of size ?\1 _ , organized as a ring buffer, initialized to b
3: for )Átïüxæ[Î
�ýtïüxæ ¼ H�^¡��) _ �,36H>+�3 O»_ ³[³[³ + u�+ ��þ ��)W3w� _ H2+�3 O»_ ³Ï³[³ + ]C+ � do
4: 3¹û[c � Ú ¸Áÿ e O b
5: n O b
6: tïüxæ Í���� O b
7: while tïüxæ Í���� ëq? and tïüZæÏÎê1"n�ë¢+ ]C+ and t üZæ ¼ 1"nXë�+ u�+ do
8: 3 O f���� )Át üZæÏÎê1"n��ýtïüxæ ¼ 1"nDH
9: û¬� tïüxæ Í���� � O 3

10: 3¹û[c � Ú ¸Áÿ e O 3¹û[c � Ú ¸Áÿ e 1 3�1 _
11: n O nQ1 3 1 _
12: t üZæ Í���� O tïüxæ Í���� 1 _
13: while tïüxæ[Î�1~n=j _ ë�+ ]C+ and tïüZæ ¼ 1~n/j _ ë�+ uê+ do
14: for 	 O b to û¬� tïüZæ Í���� j ?�j _ � do
15: �s� tïüxæÏÎg1~n=j�3¹û[c � Ú ¸Áÿ e 1
	
� OqÐ��� �>�s� tïüxæ[Î�1~n=j�36û[c � Ú ¸Áÿ e 1
	
�W�,3¹û[c � Ú ¸Áÿ e j�	 �
16: 3¹û[c � Ú ¸Áÿ e O 3¹û[c � Ú ¸Áÿ e j�û¬� tïüxæ Í���� j ?�j _ ��j _
17: 3 O f���� )�tïüZæÏÎê1"n��ýtïüxæ ¼ 1"nDH
18: û¬� tïüxæ Í���� � O 3
19: 3¹û[c � Ú ¸Áÿ e O 3¹û[c � Ú ¸Áÿ e 1 3�1 _
20: n O nQ1 3 1 _
21: t üZæ Í���� O tïüxæ Í���� 1 _
22: if tïüxæÏÎê1~n=j _GO + ]C+}1 _ then
23: for n�Þ O + ]�+V1~õ�j�3¹û[c � Ú ¸Áÿ e to + ]C+ do
24: �s��n Þ � O + ]C+å1 _
25: else if t üZæ ¼ 1"n/j _RO + uê+V1 _ then
26: for 3 Þ O b to 3¹û[c � Ú ¸Áÿ e do
27: if �s� tïüxæ[Î�1~nAjv3 Þ ��mo3 Þ then
28: �s� tïüxæÏÎê1~n=j�3 Þ � O 3 Þ

The longest common extension (lce) of two strings u and ] is defined as the longest prefix
of u that is also a prefix of ] (or vice versa). Using a generalized suffix tree for ] and u we
can calculate the lce between any two suffixes in constant time by means of constant time lowest
common ancestor (lca) queries (for lca see [16]). The lce of two suffixes ]8���W� and uy� ð � is the string
represented by the lca of the leaves (which represent these suffixes) in the generalized suffix tree.
In particular we only need its length, which we can store with each node.

The maximal prefixes of uy� ð � and ]����W� with distance ? can thus be calculated in time (U)ý?�H .
But this simple approach would lead to an overall time (U)ý?*7T+0+E9¡:\./+0+{7�3�1�3ã7�+E9¡:|.=+EH . We
will improve this basic scheme by reducing redundant comparisons and work in preparing lce
queries.

Let u be an arbitrary string in 9�:r. . We define the alignment offset of the i-th suffix ]8���W� of] and the ð -th suffix uy� ð � of u as ü Ú Ì µ    O ��j ð . In order to speed up the distance calculations
we will calculate the lengths of all maximal prefixes with distance ? of all suffixes with the same
alignment offset together. This can be done by aligning the )Wü Ú Ì µ    1 _ H -th character of ] with the
first character of u , respectively the )�jRü Ú Ì µ    1 _ H -th character of u with the first character of ]
(if ü Ú Ì µ    mob ).
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For each such alignment of ] against u let 	 be the number of aligned characters (if ü Ú Ì µ    é@b
then ]8�Àü Ú Ì µ    1 _ � is aligned against uy� _ � and 	 O@Ð É0Ñ8� + uê+��Z+ ]C+}jvü Ú Ì µ    � , otherwise ]8� _ � is aligned
against uy��jRü Ú Ì µ    1 _ � and 	 O@Ð É0Ñ8� + uê+w1�ü Ú Ì µ    �x+ ]C+ � ). Let 	�)¹u��Ç]�H be the number of characters of
all alignments of ] and u (for all possible values of ü Ú Ì µ    ):

	�)¹uT�z]�H O
· Î ·Û��������������� Ð É0Ñ8� + u�+��Z+ ]C+[jvü Ú Ì µ    � 1

à dÛ� ��������� � àD· ¼ · Ð É0Ñ8� + uê+V1"ü Ú Ì µ    �x+ ]C+ �
Lemma 11. 	�)6u��Ç]�H O + u�+27�+ ]C+
Proof.

	�)¹uT�z]�H O · Î ·Û��������������� Ð É-Ñï� + u�+��Z+ ]C+[j�ü Ú Ì µ    � 1
à dÛ� ��������� � àD· ¼ · Ð É0ÑD� + uê+V1"ü Ú Ì µ    �x+ ]C+ �

O · Î ·Û µ ��� Ð É0Ñ8� + u�+��Z+ ]C+åj�� � 1
· ¼ ·Û µ ��� Ð É0ÑD� + u�+2j��z�Z+ ]C+ � j Ð É-Ñ8� + u�+ �Z+ ]�+ �

W.o.l.g. + ]�+Bé + u�+ :
O · Î · àD· ¼ ·Û µ ��� + u�+å1

· Î ·Ûµ � · Î · àD· ¼ · )V+ ]�+[j��wHC1
· ¼ ·Û µ ��� ),+ u�+2jv�ìH�jS+ u�+

O )V+ ]�+[j�+ u�+EHy7�+ u�+}1
· ¼ ·Û µ ��� ),+ u�+2j��wHC1

· ¼ ·Û µ ��� ),+ uê+[j��wHèj�+ u�+
O )V+ ]�+[j�+ u�+EHy7�+ u�+}1~õR7 _õ 7�+ u�+27{),+ u�+}1 _ Hèj$+ u�+O + ]C+27�+ uê+[j�+ u�+ 5 1�+ u�+ 5 1î+ u�+2j$+ u�+O + ]C+27�+ uê+

Lemma 12. There are (*)63 7{+�9U:g.=+,1$+-+�9U:g.=+-+�H different alignments of the pattern ] against the
strings in 9Æ:�. . The total number of aligned characters is 387�+0+E9�:r.=+-+ .
Proof. For each pair ] , uX^;9|:C. , there are + ]�+ alignments with positive ü Ú Ì µ    and + uê+ alignments
with negative ü Ú Ì µ    . Hence, we have º ¼>½[¾
òWñ )V+ ]C+61v+ u�+61 _ H O (*),+ ]C+w7Ï+�9�:�.=+61v+-+�9\:�.=+0+EH different
alignments in total.

The number of alignments is ºS¼>½[¾
òWñ + ]C+>7�+ u�+ O 3D7 ºS¼>½[¾
òWñ + u�+ O 3�7�+0+E9�:r.=+-+
Figure 1 gives a schematic view of the way the algorithm works. Informally, for each value

of ü Ú Ì µ    the strings u and ] are aligned. A right maximal substring ¿}Â¬c�ª Þ with ? mismatches is
calculated. The next character will be a mismatch. Hence, the inclusion of this character leads
to the desired right minimal ? -distant ] -substring ¿åÂâc�ª . If ¿}Ââc�ª Þ (or ¿åÂâc�ª ) does not start with a
mismatch, the first suffix of ¿åÂâc�ª is also a candidate (and possibly its next suffix and so on). If¿}Â¬c�ª Þ (or ¿}Ââc�ª ) starts with a mismatch, the mismatch is dropped and the candidate is extended
to the next mismatch with another lce query.

10



}

lce

cand’

}oalign

} u
v

Figure 1: Schematic view of an alignment between ] and u¢^¦9":Q. and the way previous
information is reused in the algorithm. (A black bullet denotes a mismatch, no bullet denotes a
match.)

Calculating the lengths of the minimal prefixes of all suffixes uè� ð � and ]����W� that match with
distance ? can be done in time (U)V+ ]�+¬7�+ u�+EH . Algorithm 2 correctly computes right minimal ? -
distant ] -substrings with respect to �>u � in the array �s��� in time (U)V+ ]C+x7D+ u�+EH , given that f���� )¹�z� ð H
can be computed in time (*) f���� )6�´� ð HzH .
Theorem 13 (Correctness). At the end of Algorithm 2,

� �´�,b=m~�êë¢+ ]C+Ä�s�E�6� O
Ò�Ó �Ô 3 if a right minimal ? -distant ] -substring of

length 3 starts at � in ] �+ ]C+å1 _ if no ? -distant ] -substring starts at � in ]
Proof. For the first case, suppose ] µ¬³Ï³[³ ] µ ¯ Ì à d is a right minimal ? -distant ] -substring. Then] µ¬³[³[³ ] µ ¯ Ì à d matches any 3 -length substring Ý of u with È�É-Ê¶Ë eVÚ � )¹] µ¬³[³Ï³ ] µ ¯ Ì à d �zÝ�HÆØ©? . Since] µ¬³[³[³ ] µ ¯ Ì à d is right minimal, there is a substring Ý Þ of length 3�j _ , s.t. È�É-Ê´Ë eVÚ � )6] µ¬³[³[³ ] µ ¯ Ì à 5 �ÇÝ Þ H O? (Lemma 7). W.l.o.g let Ý Þ O u{á ³[³[³ u{á ¯ Ì à 5 , furthermore let ü Ú Ì µ    O �<j ð Ø b . SinceÈ�É0Ê´Ë eVÚ � )6] µ¬³[³[³ ] µ ¯ Ì à d �Çu{á ³Ï³[³ u{á ¯ Ì à d H�Ø»? , either È�É-Ê¶Ë e}Ú � )6] µ¬³[³[³ ] µ ¯ Ì à d �Çu{á ³[³[³ u{á ¯ Ì à d H O ?�1 _ and] µ ¯ Ì à d NO u{á ¯ Ì à d or ð 1"3�j�õ O + u�+ and ÝGÞ is a suffix of u .

Lines 8–12 and lines 17–21 are identical. If this block is entered with the condition

] � � ç�! ¯ e à d NO u"� � ç�# ¯ e à d ornot )�tïüZæÏÎè1 n�j _ ^¡� _ � ³[³[³ �Z+ ]C+ �%$ t üZæ ¼ 1�n=j _ ^¡� _ � ³[³Ï³ �Z+ uê+ � H}� (1)

then afterwards condition (1) will also be true. Condition (1) is valid at the beginning because
either tïüZæÏÎ O _ or t üZæ ¼ O _ and n O b . Hence, (1) is invariant throughout the execution of the
algorithm.

Let n « be the value of n before the block is entered and n Ú the value of n afterwards. Thenu&� � ç # ¯ e(' ³[³[³ u&� � ç # ¯ e � à 5 matches ]�� � ç ! ¯ e(' ³[³[³ ]�� � ç ! ¯ e � à 5 . The length of the match 3 O n Ú j�n�«>j _ is
stored in the next position of the array ûâ��� and tïüxæ
Í���� is increased by one. The block of lines 8–12
(respectively lines 17–21) is passed through once for each mismatch between ])� � ç !è³Ï³[³ ] � � ç ! ¯ e à d
and u&� � ç #ê³[³[³ u"� � ç # ¯ e à d (if tïüxæÏÎD1�nGj _ ^¡� _ � ³[³[³ �Z+ ]C+ � and t üZæ ¼ 1�n<j _ ^�� _ � ³[³[³ �Z+ u�+ � ) and once
when the end of one of the strings is reached.

Let t üZæÏÎÆj»tïüxæ ¼ O ü Ú Ì µ    O ��j ð be chosen in line 3. If ] µ ¯ Ì à d NO u�á ¯ Ì à d andÈ�É0Ê´Ë eVÚ � )6] µ¬³[³[³ ] µ ¯ Ì à d �Çu{á ³Ï³[³ u{á ¯ Ì à d H O ?\1 _ , then the block of lines 8–12 (respectively lines 17–
21) has been passed at least ?ã1 _ times when tïüxæ>Î�1Un�j _RO �Ï1°3[j _ and tïüxæ ¼ 1Un�j _�O~ð 1°3[j _
is reached either after the first or after the second block. The algorithm enters the for-loop
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in lines 14–15 with 3¹û[c � Ú ¸Áÿ e O ?�1 _ 1 º+* ¯ d¸ � d û¬� tïüxæ Í���� j ± � and condition (1) holds forn O n�jî3¹û[c � Ú ¸Áÿ e j _ . Hence, either u or ] start at nsjî36û[c � Ú ¸Áÿ e , or there is a mismatchu&� � ç�# ¯ e à ÌÀÍ  �, ��-/.10 à d NO ]�� � ç�! ¯ e à ÌÀÍ  �, ��-/.10 à d . Therefore, �;Ø t üZæ[Î�1Ùn�j�3¹û[c � Ú ¸Áÿ e j _ and ð Øtïüxæ ¼ 1Angj�3¹û[c � Ú ¸Áÿ e j _ . On the other hand, �êm�tïüxæ2Îâ1änêj�3¹û[c � Ú ¸Áÿ e 1Aû¬� tïüxæ Í���� j=?�j _ ��1 _ and ð mtïüxæ ¼ 1FnRj�36û[c � Ú ¸Áÿ e 1�û¬� tïüZæ Í���� jÆ?Yj _ �Ï1 _ because u � � ç�# ¯ e à ÌÀÍ  �, ��-/.10 ¯ Í32 � � ç541656´à * à d87 ¯ d ³[³[³ u&� � ç�# ¯ e à d
and ] � � ç�! ¯ e à Ì�Í  �, ��-/.80 ¯ Í92 � � ç�41656´à * à d87 ¯ d ³[³[³ ] � � ç�! ¯ e à d match with ? errors. Thus, there exists an	�^¡�
b�� ³[³[³ �,û¬� t üZæ Í���� jF?Rj _ � � , s.t. tïüxæ[Î�1�n�j�3¹û[c � Ú ¸Áÿ e 1:	 O � and tïüZæ ¼ 1�n�j�3¹û[c � Ú ¸Áÿ e 1:	 O~ð
and 3 O 3¹û[c � Ú ¸Áÿ e j;	 will correctly be stored in �s���W� (line 15).

If ð 1A3Ïj=õ O + uê+ and Ý Þ is a suffix of u , then the block of lines 8–12 (respectively lines 17–21)
has been passed at least ?g1 _ times when tïüxæ2Îï1ÆnYj _�O �
1X3Zj _ and tïüxæ ¼ 1ÆnYj _\O ð 1X3Zj _ is
reached either after the first or after the second block. Since tïüxæ ¼ 1Un�j _�O~ð 1°3[jAõ81 _RO + u�+ 1 _
the second block of the if-statement in lines 26–28 will be entered. By the same argument as
above, �RØotïüxæ[Î�1@nUj"3¹û[c � Ú ¸Áÿ e j _ and ð Ø4tïüxæ ¼ 1@nUj~3¹û[c � Ú ¸Áÿ e j _ . Hence, there exists an3 Þ ^~�
b�� ³Ï³[³ �Ç36û[c � Ú ¸Áÿ e � � , s.t. � O tïüxæ[Î 1onäj 3 Þ O ��1o3�j 3 Þ and 3 O 3 Þ will correctly be stored in�s���W� (line 28).

For the second case, suppose no ? -distant ] -substring starts at position � in ] . Then the� -th suffix of ] matches with distance less than ? any substring of u , i.e. even the longest
substring of ] starting at � is matched somewhere in u with ? or less mismatches. W.l.o.g.È�É0Ê´Ë eVÚ � )6] µ¬³[³[³ ] · Î · �Çu{á ³Ï³[³ u{á ¯ · Î · à µ H�ëq? and ü Ú Ì µ    O �Cj ð Ø~b .

Let tïüxæ[Î�jFtïüZæ ¼ O ü Ú Ì µ    O ��j ð be chosen in line 3. At some point after the block of lines
8–12 (respectively lines 17–21) has been passed, we will have t üZæ
Î�1qnUj _ N^q� _ � ³[³[³ �Z+ ]C+ � by
condition (1). At the beginning tïüxæ2Î<1$n@^ � _ � ³[³[³ �Z+ ]C+ � and for each call to f���� )�7-�[7 H we have
that tïüZæÏÎ 1@n�1 f���� )ÁtïüxæÏÎ 14n��[7�H�j _ ëÄ+ ]C+ . Therefore, tïüZæ[Î�14n°j _ ë + ]C+[1 _ . It follows thattïüxæÏÎê1~n=j _GO + ]C+}1 _ and the first block of the if-statement in lines 23–24 will be entered.

In lines 4 and 5, 36û[c � Ú ¸Áÿ e and n are set to zero. Throughout the first while-loop both values
are increased synchronously. Only after at least ?/1 _ passes through the block of lines 8–123¹û[c � Ú ¸Áÿ e is decreased by the length of the )W?�1 _ H -th last mismatch each time a new mismatch or
the end of the string is reached. Hence, if n�NO 3¹û[c � Ú ¸Áÿ e , there are at least ? mismatches betweenu&� � ç�# ¯ e à ÌÀÍ   , Ú ¸Áÿ e ³[³[³ u&� � ç�# ¯ e à d and ]�� � ç�! ¯ e à Ì�Í   , Ú ¸Áÿ e ³[³[³ ]�� � ç�! ¯ e à d .

Since ] µ¬³[³[³ ] · Î · matches u�á ³[³[³ u{á ¯ · Î · à µ with no more than ? errors, we have either n O3¹û[c � Ú ¸Áÿ e and tïüxæ[Î O � or tïüxæÏÎ�1 n�j _ j£)63¹û[c � Ú ¸Áÿ e j _ HSë � . Hence, we always havetïüxæÏÎê1~n=j�3¹û[c � Ú ¸Áÿ e ë4� and therefore + ]C+å1~õ�j�3¹û[c � Ú ¸Áÿ e ë@� (since tïüxæ[Îã1~nAj _�O + ]C+å1 _ ).
As a result, n will run from + ]C+´1�õYjs3¹û[c � Ú ¸Áÿ e ë4� to + ]C+¬é4� and �s���W� will be set to + ]C+´1 _ in

line 24.

Theorem 14 (Complexity). If f���� )¹�z� ð H can be computed in time (*) f���� )6�´� ð HzH , Algorithm 2 has a
running time of (U)V+ u�+27�+ ]C+EH .
Proof. During each iteration of the while loops in lines 7 and 13, n is increased by at least one
and the length 3 O f���� )6�´� ð H of the lce calculated in line 8, respectively line 17. The for loop of
line 14 is iterated 3 times for each lce of length 3 . Hence the total number of iterations of any line
between 7 and 21 is at most n . The for loops of line 23 and 26 are also iterated at most n times.
Since n never exceeds the number of characters aligned when ]8� tïüxæ
ÎV� is aligned to uy� t üZæ ¼ � , the
total number of iterations of any line of Algorithm 2 is at most 	�)6u��Ç]�H O (*),+ u�+27�+ ]C+�H .

Executing Algorithm 2 for all strings in 9F:<. will therefore lead to a running time of (*)63�7+-+�9X:�.=+-+�H .
The longest common extension of the � -th and ð -suffix f���� )6�´� ð H can either be calculated di-

rectly in (*) f���� )6�´� ð HzH or with the use of a generalized suffix tree and lca queries in constant time.
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In practice, calculating the lce by direct comparison of characters performs much better.
Without constant time longest common extension queries no suffix tree needs to be build and
no matching statistics need to be calculated. The expected number of characters to compare for
finding the longest common extension under the assumption that the strings are generated by a
memoryless source with probabilities ß<	�� =�á O �W� O t µ for �ê^sK is constant:

> �E3@?A=ïÌ�NOCB Ì $ � ð m43D={á OCB á,� O __ j º µ t 5µ ³
For a uniform distribution over a four letter alphabet, the expected length is E&FHG . Hence, it is no
surprise that this approach outperforms the constant time longest common ancestor calculations
by far in practice.

5 An Improvement for the Levenshtein distance INEXACT
CHARACTERISTIC STRING PROBLEM

The algorithm presented by Ito et al. [9] uses the diagonal method of dynamic programming (see
[11]) to calculate the Levenshtein distance of a suffix ] µ of the shortest string ]*^F. against any
suffix (and thereby substring) of a string u;^�9Æ:r. with the help of constant time lce queries in
time (*),+ u�+[7[?�1�+ ]C+EH , where time (U)V+ u�+V1�+ ]C+EH is needed for the suffix tree construction and time(U)V+ u�+å72?�H for calculating the Levenshtein distance of the (U)V+ u�+EH suffixes of u against ] µ . (This is
possible since only distances of at ?�1 _ are considered.) The generalized suffix tree for u and] can be used for all suffixes ] µ . Hence, the Levenshtein distance of all suffixes of ] against all
suffixes of ] can be calculated in (U)V+ ]�+W7V+ u�+ý7ý?�H . The second phase of calculating all right minimal? -distant ] -substrings with respect to 9X:�. can thus be implemented in time (U)ý?�723ï7�+0+E9�:�.=+0+EH ,
where 3 is the length of the shortest string in . . The Phases 1, 3, and 4 described in Section 4
will be the same. The modified algorithm then has a running time of (U)V+-+ .=+-+å1~?�7
3�7 +-+�9Æ:Y.=+0+EH .
The term 3¹5g7�+E9X:r.=+ of Ito et al. disappears because suffix trees are reused in the construction.

6 Conclusion
We have developed an efficient algorithm for the INEXACT CHARACTERISTIC STRING PROB-
LEM for Hamming distance. It improves over previous results by a factor of ? , the number of
mismatches allowed in matching with the non-target set. Our algorithm is faster even for ? O�_
because we do not need suffix trees and constant time lca queries in the main part of the al-
gorithm. The possibility to use different weights depending on the kind of mismatch allows a
broader field of application. We have also improved the known INEXACT CHARACTERISTIC
STRING PROBLEM algorithm by Ito et al. [9] by incorporating both algorithms for Levenshtein
distance and Hamming distance in a common framework, thus pointing out the main differences.

The presented algorithm can be easily adapted to use arbitrary weights depending on the kind
of mismatch. For applications in biology this can be used to reflect different base pair bonding
strengths, thus allowing a more realistic probe design. The advantage of our algorithm for probe
design is that a certain distance to every substring in the model is guaranteed.

The running time depends highly on the shortest string ] in the target set . . For short se-
quences the algorithm is still feasible. Experiments with the small subunit database from the
ARB project have shown that a single run with a 1500 bp sequence target (TmgMar22) and dis-
tance set of roughly twelve thousand sequences of total size 20 MB takes about 31 minutes on
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an Athlon XP1800+. The work can easily be distributed among multiple workstations scaling
almost linearly to about 4 minutes on 10 machines.

Additionally, we presented a new practical, space efficient, and fast algorithm to solve the
COMMON SUBSTRING PROBLEM, which outperforms previously known algorithms.

The NP-completeness results for the strongly related problems DISTINGUISHING STRING

SELECTION PROBLEM and FARTHEST STRING PROBLEM make it unlikely that there exist ef-
ficient algorithms for versions of the CHARACTERISTIC STRING PROBLEM without a target set
or that allow errors in matching the target set.
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